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Contracts are the lifeblood of any modern business. Yet, a contract is also a 

complex communicative act, often involving hard to understand legal language 

and a friction-filled process to get to a final agreement. Many executives both in 

the business and in the legal domain regard our system of contracting as broken.  

Contracts are often portrayed as just a bag of words, filled with landmines, not 

consulted until things go wrong.  This is further supported by a report from the 

International Association for Contract and Commercial Management (IACCM) on 

The Future of Contracting [2] highlighting many distressing themes:   

Contracting is often a source of complexity, rather than a cure for it.   

Contracts are “dead” instruments when we need living ones. They are not 

designed to accommodate changing circumstances.  Contracts are viewed as 

static documents, rather than objects that embody live and enforceable 

relationships. They are opaque and inaccessible.
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As Marc Lauritsen insightfully observed in [1]:  

“Contract formation is often a wasteful and disruptive process, mired in bad 

habits rather than driven by quality and innovation”. 

Contract management systems and processes often focus on individual 

transactions rather than portfolios of rights, obligations, and commitments. In 

short, our systems of contracting are antiquated and extremely inefficient, thus 

prime for disruption. 

Our system of contracting is broken.  
We need a better system, a better way. 

We need systems that not only help us ascertain when contracts are being 

followed but when they need to be changed. Smart contracting platforms help 

the parties perform their obligations and alert them to potential issues and 

hidden risks. We need systems that are accessible, transparent, agile, and 

aligned with genuine business strategy. 
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As defined by Sterling Miller in [3], “A Contract Playbook is a document that, in 

some fashion, breaks down the company’s standard contract terms, sets out an 

explanation of each clause along with fallback clauses (i.e., variations of the 

standard clauses that the company would accept if the customer wants to 

negotiate a standard clause), and notes when the company will “walk away” 

from a contract.”   While companies want to sell their products or services to as 

many customers as possible, they will only do so to the extent the contract 

makes sense to the company both financially and legally (e.g., acceptable 

limitations of liability).  In a nutshell, a properly prepared contract playbook is an 

evergreen document that: 

✓ Allows the legal and business teams to stay aligned and close contracts faster  

✓ Optimize the use of attorneys and leverage a larger team for the review 

✓ Define methods for legal decision making  

As observed by Marc Lauritsen in [1]: “Playbooks are widely used by lawyers and 

other professionals to guide the drafting and negotiation of contracts. They 

embody preferred terms and texts, including acceptable fallback alternatives 

and recommended processes for settling business deals. They are rich sources 

of knowledge and guidance. Yet, even when digitally delivered, in few 

organizations are playbooks interactive or ‘smart’.” 
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Typically there are different playbooks for different uses and document types, 

e.g. 'Sales' and a SaaS agreement vs. 'Purchasing' and a Master Services 

Agreement. Optimized contract playbooks ensure consistency in contract terms. 

They further accelerate deals through the elimination of friction points, reduce 

administration costs, and better manage risk in contract portfolios. Companies 

that do not have playbooks could greatly benefit from the use of Artificial 

Intelligence (AI) to create them automatically from all the contracts they have 

already negotiated.  

In this white paper, we explore a state-of-the-art tool: Akorda, that applies 

Artificial Intelligence (AI) to the art of following the playbook and aiding contract 

negotiation beyond what has been seen in the Contract Lifecycle Management 

(CLM) market today, paving the way for the future of contracting [4].
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Imagine a world where you had full knowledge of all of your contracts and more 
importantly all the ways you have deviated from your standard terms. The ability 
to understand what you have agreed to across all your contracts is very 
powerful and lacking in today’s Contract Lifecycle Management (CLM) market. 

That is until now. Akorda is a tool that can be used to mine and analyze a set of 
existing executed contracts by a company so as to report on deviations from 
standard terms.  
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    Applying advanced Legal Natural Language Processing (NLP)  to: 

✓     Classify contracts by type 
✓     Segment contract documents into clauses 
✓     Extract Key Entities and Terms

    Importing:  

✓     Previously executed contracts 
✓     A contract template 
✓     A playbook (if available)

 It does so by:

Automatically analyzing each set of contracts per document type to:

✓     Identify what contracts clauses have deviated  from the standard 
✓     Classifying deviations as one of the fallbacks in a playbook or outside the playbook 
✓     Leveraging heading and clause classification technologies 
✓     Using a measurement of contextual semantic similarity to improve the analysis



In actual review and negotiation of contracts, parties will often encounter 

versions of clauses that don’t exactly match those in their playbooks. Managing 

playbook content typically requires continuous review of executed language and 

frequent updates to the company playbooks. This is a time consuming and 

expensive process leading to playbooks becoming stale and out of date with 

company norms.   

With the help of Akorda, one is able to quickly recognize the clause revisions that 

fall outside of the existing playbook, identify common patterns of customer 

requests and formulate new standard fallbacks. One does this by applying non-

supervised learning (clustering) techniques to identify hidden clusters. With 

humans in the loop, a user can then select and edit a newly identified cluster as 

a new fallback position or as a standard text of a whole new clause.  

There is now a way to automatically create playbooks  
from a set of executed contracts.  

Using AI, Akorda can reverse engineer a playbook and fully automate the time-

consuming manual process of playbook creation. In order to facilitate the 

ongoing evolution of a playbook, modern data-driven tools and processes are 

required.  As a playbook evolves, changes to clause language and guidance 

need to be tracked with granular version control. Executed contracts can be 

associated with playbook and clause versions used at the time of negotiation. 
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Akorda provides a contract negotiation platform that integrates the playbook 

directly into the negotiated contract. When a contract change has been 

proposed by another party (an issue), Akorda characterizes the request in 

relation to the standard by suggesting the nearest matches to the issue already 

present in the playbook. Reviewers can accept the suggestion or search through 

the playbook for matching content. The matching of contract changes (a.k.a. 

redlines) to known customer issues allows the reviewer to accept, reject or 

negotiate language with confidence that the changes they suggest conform to 

the corporate positions laid out in the playbook; all without ever leaving the 

contract. 
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This process is facilitated by advanced Legal Natural Language Processing (NLP) 

to understand the nature of the change and match it with the issue(s) that are 

the closest in meaning to the redline or identify a newly added text that does not 

match with any known fallback or clause.



Once a change has been correctly mapped to a given issue in the playbook, 

Akorda uses key extracted legal entities and business terms along with the 

contract and clause metadata to predict the potential risks that the change 

represents for the company. 

Akorda accomplishes this through the application of Machine Learning (ML) and 

NLP to the problem of understanding the impact of the change.  It compares the 

change to the standard contract language playbook fallback positions as well 

as the implications that are derived from the context of the proposed changes 

and not by simply counting the number of words changed. 
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With the rapid development of Deep Neural Networks applied to many 

supervised and unsupervised learning tasks, the machine learning (ML) and 

natural language processing (NLP) community have developed a representation 

of textual data called text embedding that encodes words and sentences as 

numeric vectors, which in turn can be used inside search engines, such as 

ElasticSearch, to compute text similarity [5] between a query and documents. 

In a nutshell an embedding is a mapping of text or a categorical variable into a 

lower dimensional space, typically produced by an intermediate layer of a 

complex neural network trained with a task in mind. The encoded vectors are 

dense and relatively low-dimensional, often ranging from 100 to 1,000 

dimensions, whereas traditional Information Retrieval (IR) inspired vector-space 

encoding of text as bag-of-words or TF-IDF vectors are sparse and can 

comprise 50,000+ dimensions.   

These vector representations are designed to capture the linguistic content of 

the text and can be used to assess the similarity between two text fragments 

such as words or sentences. Embedding algorithms encode the text into a lower-

dimensional space as part of modeling its semantic meaning. Ideally, 

synonymous words and phrases end up with a similar representation in the new 

vector space. They are not commonly used to represent text longer than a short 

paragraph. 
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The first embedding representations of text were generated at the word level 

with Word2vec. More recently, researchers have started to focus on contextual 

embedding techniques that represent not only words but longer sections of text 

such as sentences.  For example, they take the order of words into account when 

determining the vector representation. For example, the phrase "tune in" may be 

mapped as a very different vector than "in tune”. 

Some common sentence embedding techniques include InferSent, Universal 

Sentence Encoder, ELMo, and BERT and Sentence-BERT (or SBERT). These 

models have been trained on large datasets, saved, and then used for solving 

other tasks. That’s why pre-trained sentence embeddings are a form of Transfer 

Learning. Once trained, the models are able to take a sentence and produce a 

vector for each word in context, as well as a vector for the entire sentence. Pre-

trained versions of these models are available, allowing users to skip the 

expensive training process. While the training process can be very resource-

intensive, invoking the model is much more lightweight — sentence embedding 

models are typically fast enough to be used as part of real-time applications. 

08
Sentence Embeddings

17

https://en.wikipedia.org/wiki/Word2vec
https://arxiv.org/abs/1705.02364
https://arxiv.org/abs/1803.11175
https://arxiv.org/abs/1803.11175
https://arxiv.org/abs/1802.05365
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1908.10084
https://en.wikipedia.org/wiki/Word2vec
https://arxiv.org/abs/1705.02364
https://arxiv.org/abs/1803.11175
https://arxiv.org/abs/1803.11175
https://arxiv.org/abs/1802.05365
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1908.10084


18

Akorda has further advanced the state-of-the-art by using embeddings for NLP 

of legal contracts. This is achieved by fine-tuning pre-trained sentence 

embedding models for tasks such as legal and business entity extraction, 

contract and clause classification, clause and sentence segmentation, and 

sentence-to-issue matching.  

This creates an enriched language model that hopefully represents more 

accurately the semantic similarity that can be used for applications such as 

semantic clause matching in contracts or to compute the relatedness between 

the text in a redline and the text that represents a given fallback. 
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